The IceCube Neutrino Observatory VI:
Neutrino Oscillations, Supernova Searches, Ice Properties

THE ICECUBE COLLABORATION

1. Atmospheric neutrino oscillations with DeepCore

2. Supernova detection with IceCube and beyond

3. Study of South Pole ice transparency with IceCube flashers

Keywords: IceCube, DeepCore, $\nu_e$ disappearance, $\nu_\tau$ appearance, supernovae, ice properties, ice transparency, scattering, absorption, photon propagation
The IceCube collaboration

Acknowledgments

We acknowledge the support from the following agencies: U.S. National Science Foundation-Office of Polar Programs, U.S. National Science Foundation-Physics Division, University of Wisconsin Alumni Research Foundation, the Grid Laboratory Of Wisconsin (GLOW) grid infrastructure at the University of Wisconsin - Madison, the Open Science Grid (OSG) grid infrastructure; U.S. Department of Energy, and National Energy Research Scientific Computing Center, the Louisiana Optical Network Initiative (LONI) grid computing resources; National Science and Engineering Research Council of Canada; Swedish Research Council, Swedish Polar Research Secretariat, Swedish National Infrastructure for Computing
(SNIC), and Knut and Alice Wallenberg Foundation, Sweden; German Ministry for Education and Research (BMBF), Deutsche Forschungsgemeinschaft (DFG), Research Department of Plasmas with Complex Interactions (Bochum), Germany; Fund for Scientific Research (FNRS-FWO), FWO Odysseus programme, Flanders Institute to encourage scientific and technological research in industry (IWT), Belgian Federal Science Policy Office (Belspo); University of Oxford, United Kingdom; Marsden Fund, New Zealand; Japan Society for Promotion of Science (JSPS); the Swiss National Science Foundation (SNSF), Switzerland; D. Boersma acknowledges support by the EU Marie Curie IRG Program; A. Groß acknowledges support by the EU Marie Curie OIF Program; J. P. Rodrigues acknowledges support by the Capes Foundation, Ministry of Education of Brazil; A. Schukraft acknowledges the support by the German Telekom Foundation; N. Whitehorn acknowledges support by the NSF Graduate Research Fellowships Program.
Atmospheric neutrino oscillations with DeepCore

THE ICECUBE COLLABORATION

Abstract: IceCube DeepCore can study atmospheric neutrino oscillations through a combination of its low energy reach, as low as about 10 GeV, and its unprecedented statistical sample, of about 150,000 triggered atmospheric muon neutrinos per year. With the diameter of the earth as a baseline, the muon neutrino disappearance minimum and tau neutrino appearance maximum are expected at about 25 GeV, which is considerably lower energy than typical IceCube neutrino events, but higher than the energies at which accelerator-based experiments have detected oscillations. \( \nu_\mu \) disappearance and \( \nu_\tau \) appearance from neutrino oscillation can be measured in IceCube DeepCore. We present here the status of the newly developed low energy reconstruction algorithms, the expected experimental signatures, and the proposed approach for such neutrino oscillation measurements.
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1 IceCube DeepCore

IceCube is a cubic-kilometer neutrino observatory located at the geographic South Pole. IceCube construction began in 2004 and was completed in December 2010. The complete detector consists of 86 strings deployed into the glacial ice, each of which consists of 60 Digital Optical Modules (DOMs) located between depths of 1450 m and 2450 m. Seventy-eight strings are arranged on a hexagonal grid with an average 125 m horizontal spacing and 17 m vertical DOM spacing. The remaining 8 strings are more closely spaced in the center of the detector, with horizontal distances of 40 - 70 m and vertical DOM spacing of 7 m. The 8 inner densely instrumented strings, optimized for low energy neutrino physics [4]. Fig. 2 shows the predicted \( \nu_\mu \) and \( \nu_e \) effective areas at both trigger and online veto levels. Below 100 GeV the addition of DeepCore increases the effective area of IceCube by more than an order of magnitude.

2 Neutrino Oscillation Physics in DeepCore

The IceCube DeepCore sub-array has opened a new window on atmospheric neutrino oscillation physics with its low energy reach to about 10 GeV. The oscillation measurement is also made feasible by DeepCore’s location at the bottom center of IceCube, which allows the surrounding IceCube strings to act as an active veto against cosmic ray muons, the primary background to atmospheric neutrino measurements. A muon background rejection of \( 8 \times 10^{-3} \) for the overall IceCube trigger (\(~ 2000 \) Hz) is
2.1 $\nu_\mu$ Disappearance

The earliest atmospheric neutrino oscillation evidence can be traced back to the zenith angle dependence of the double ratio measurement at few GeV energies in Super-Kamiokande [7]. IceCube DeepCore, with its approximately 13 MT fiducial volume, is capable of making atmospheric neutrino oscillation measurements above 10 GeV, an energy region that has not been well explored by previous atmospheric neutrino oscillation experiments. From Fig. 4, a significant deficit in the neutrino flux at 25 GeV is expected from the $\nu_\mu \rightarrow \nu_\mu$ survival probability. In Fig. 5 this disappearance signature is shown for one year of simulated DeepCore data. The disappearance signal assumes that the path length is the diameter of the Earth, and therefore the ideal neutrino sample should contain only up-going neutrino-induced muons. An intrinsic difficulty for all experiments in identifying perfectly up-going neutrino-induced muon tracks is that the average opening angle, defined as the angle between the final state lepton direction and the incoming neutrino direction, increases with decreasing energy. The uncertainty in the opening angle can be approximated as $\Delta \Phi \approx 30^\circ \times \sqrt{(1 \text{GeV})/E_{\nu_\mu}}$. This effect will smear the oscillation signature in the neutrino flux at lower energies. However, as shown in Fig. 5, DeepCore simulations indicate the potential to measure oscillations even if “up-going” tracks are defined to include measured directions over the wide range of values, $-1.0 < \cos(\theta) < -0.6$ [4].

2.2 $\nu_\tau$ Appearance

The OPERA neutrino detector, located at the underground Gran Sasso Laboratory (LNGS), was designed for direct observation of $\nu_\mu \rightarrow \nu_\tau$ appearance. OPERA announced a first tau lepton candidate from $\nu_\mu$ oscillation, and continues operation to achieve a statistically significant observation [8, 9]. DeepCore is currently acquiring data and will collect the world’s largest inclusive sample of $\nu_\tau$. From Fig. 4, the region where $\nu_\mu$ flux reaches its minimum is the same region where $\nu_\tau$ flux shows its corresponding maximum from $\nu_\mu \rightarrow \nu_\tau$ oscillation. $\nu_\tau$ that interact in DeepCore will produce an electromagnetic or hadronic shower, or “cascade”. Events with short tracks which are beyond DeepCore’s ability to separate from cascades, are an irreducible background to cascade-like events. Therefore, cascade-like events include: 1) neutral current (NC) events from all three neutrino flavors (e, $\mu$, $\tau$), 2) $\nu_\mu$ charged current (CC) events with short tracks ($\lesssim 10$ m), 3) $\nu_\tau$ charged current events with $\tau$-leptons decaying into electrons or hadrons, 4) $\nu_\tau$ charged current events with $\tau$-leptons decaying into muons whose track length is less than $10$ m. DeepCore should detect an excess of cascade-like events due to oscillation compared to the number of cascade events expected without oscillation. DeepCore may also be able to detect a distortion in the energy spectrum of cascade events due to $\nu_\tau$ appearance. The simulated excess of cascade-like events above $\sim 25$ GeV in DeepCore
is shown in Fig. 6. The deficit of oscillated cascade-like events compared to unoscillated below \( \sim 25 \text{ GeV} \) is due to the rapid oscillation in the \( \nu_\mu \) and \( \nu_\tau \) survival probabilities shown in Fig. 4. Within the rapid oscillation regime, a large fraction of \( \nu_\mu \) charged current (CC) events oscillate into \( \nu_\tau \) events. The produced tau lepton from those \( \nu_\tau \) CC events always decay to at least one neutrino, reducing the visible energy and possibly resulting in an event below the detector energy threshold. However, without oscillation, these low energy \( \nu_\mu \) CC events would be classified as cascade-like due to their short tracks. This significant deficit between the oscillated and unoscillated cascade-like event rates near the detector threshold may offer an opportunity to measure \( \nu_\mu \) disappearance in the cascade channel. The feasibility of measuring the excess of cascade-like events above 25 GeV, as well as systematic effects due to the ice properties, DOM efficiency and other factors, are under study.

### 2.3 Reconstruction Algorithms

Several reconstruction algorithms are being developed specifically for low-energy analysis in DeepCore. With shorter muon track lengths, low-energy events include a higher proportion of “starting” and fully contained muon events as opposed to through-going muons. The oscillation analysis also depends on separating track-like \( \nu_\mu \) charged current events from cascade-like all-flavor neutral current and \( \nu_e \) and \( \nu_\tau \) charged current events. Fully-contained-muon reconstruction algorithms calculate the length of the track from the reconstructed beginning and end points of the track. Fig. 7 shows the difference between reconstructed and true track length from simulated data reconstructed with one such algorithm. The starting muon event signature consists of a cascade associated with the charged-current muon neutrino interaction and a track associated with the resulting muon. Reconstructions of such events
Figure 4: Oscillation probabilities for $\nu_\mu$ with $\sin^2 2\theta_{13} = 0.1$, $\Delta m^2_{31} = 2.5 \times 10^{-3} \text{eV}^2$, $L = 12757 \text{km}$ [5].

Figure 5: Simulated $\nu_\mu$ disappearance with one year DeepCore data. Filled squares: Distribution of number of hit DOMs (NChannel) assuming no oscillation. Empty circles: Distribution of number of hit DOMs (NChannel) with oscillation.

Figure 6: Simulated $\nu_\tau$ appearance with one year DeepCore data. Dotted lines: Distribution of true neutrino energy assuming no oscillation. Solid lines: Distribution of true neutrino energy with oscillation.

Figure 7: Difference between reconstructed track length and Monte Carlo simulation true track length.

therefore include the contributions of the cascade and the track. An algorithm under development for seeding these reconstructions and thereby separating tracks from pure cascades is based on a Fermat Surface [10].

3 Conclusions

Simulations suggest that IceCube DeepCore may have the capability to measure atmospheric neutrino oscillations in an energy range which complements existing accelerator measurements. DeepCore construction is complete and the detector is already collecting data. New reconstruction algorithms suited to low energy measurements will enable IceCube to fully exploit the physics capabilities of DeepCore.
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Supernova detection with IceCube and beyond

THE ICECUBE COLLABORATION

1 See special section in these proceedings

Abstract: In its current configuration, IceCube is a formidable detector for supernovae. It can detect subtle features in the temporal development of MeV neutrinos from the core collapse of nearby massive stars. For a supernova at the galactic center, its sensitivity matches that of a background-free megaton-scale supernova search experiment and triggers on supernovae with about 200, 20, and 6 standard deviations at the galactic center (10 kpc), the galactic edge (30 kpc), and the Large Magellanic Cloud (50 kpc). Signal significances are reduced due to the noise floor and correlations between background hits. In this paper we discuss ways to improve the signal over background ratio with an improved data acquisition. We also discuss methods to track the average neutrino energy by multiple hit detection from individual interacting neutrinos. The latter relies on the ability to reject coincident hits from atmospheric muons.
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1 Introduction

It was recognized early by [1] and [2] that neutrino telescopes offer the possibility to monitor our Galaxy for supernovae. IceCube is uniquely suited for this measurement due to its location and 1 km3 size. The noise rates in IceCubes photomultiplier tubes average around 540 Hz since they are surrounded by inert and cold ice with depth dependent temperatures ranging from −43 °C to −20 °C. At depths between (1450 − 2450) m they are partly shielded from cosmic rays. Cherenkov light induced by neutrino interactions will increase the count rate of all light sensors above their average value. Although this increase in individual light sensor is not statistically significant, the effect will be clearly seen once the rise is considered collectively over many sensors.

The 5160 photomultipliers are installed in modules called digital optical modules (DOMs) and arranged in two configurations: IceCube, with 17 m (125 m) vertical spacing between DOMs (horizontal spacing between strings), and DeepCore with 7 m (72 m) spacings and equipped with high quantum efficiency DOMs, where e_{DeepCore} = 1.35e_{IceCube} [3, 4]. With absorption lengths exceeding 100 m, photons travel long distances in the ice such that each DOM effectively monitors several hundred cubic meters of ice. The inverse beta process $\bar{\nu}_e + p \rightarrow e^+ + n$ dominates supernova neutrino interactions with $\mathcal{O}(10 \text{ MeV})$ energy in ice or water, leading to positron tracks of about $0.55 \text{ cm} \cdot E_\nu / \text{MeV}$ length for $E_\nu \leq 10 \text{ MeV}$. Considering the approximate $E_\nu^2$ dependence of the cross section, the light yield per neutrino roughly scales with $E_\nu^3$. The detection principle was demonstrated with the AMANDA experiment, IceCubes predecessor [5]. Since 2009, IceCube has been sending real-time datagrams to the Supernova Early Warning System (SNEWS) [6] when detecting supernova candidate events.

Currently, the supernovae search algorithms are based on count rates of individual DOMs stored in 1.67 ms time bins. We plan to introduce an improved data acquisition system that will allow to store all IceCube hits for supernova candidates. We discuss below some of the improvements that we expect to be achieved using this additional information. In addition, the collaboration is discussing future extensions of the detector that would also improve the supernova detection capacity.

2 Current performance

IceCube is the most precise detector for analyzing the neutrino lightcurve of close supernovae. A paper, discussing the detector and physics performance, is close to being published. Figure 1 shows the expected significance for the detection of a supernovae as function of distance (left) and presents the expected rate distribution for the Lawrence-
Figure 1: Left: Expected significance versus distance assuming the Lawrence-Livermore model [9] for three oscillation scenarios. The significances are increased by neutrino oscillations in the star by typically 40% in case of an inverted hierarchy. The Magellanic Clouds as well as the center and the edge of the Milky Way and various trigger thresholds are marked. For the Milky Way, the supernova progenitor distribution follows the prediction from [7], for the Magellanic Clouds it is assumed to be uniform. Right: Expected rate distribution at 10 kpc supernova distance assuming normal and inverse hierarchies.

Figure 2: Left: Measured probability density distribution of time differences between pulses for noise (bold line) and the expectation for a Poissonian process fitted in the range $15 \text{ ms} < \Delta T < 50 \text{ ms}$ (thin line). The excess is due to bursts of correlated hits, as indicated by the 50 ms long snapshot of hit times shown in the inset. Right: Measured width of the significance distribution as function of time during IceCube construction with 40 (left), 59 (middle) and 79 (right) deployed strings. The inset shows the significance distribution before (wide distribution) and after (narrow distribution) suppression of hits due to atmospheric muons (79 strings). The current trigger threshold for SNEWS alarms is indicated by a dashed line.

Livermore model [9] (right). The rate distribution demonstrates the excellent resolution of details in the neutrino light curve. This includes the possibility to distinguish the neutrino hierarchy, provided that the astrophysical model is well known and $\sin^2 \theta_{13} > 1^\circ$[7]. The present noise floor is indicated in Fig. 1 (right) which leads to a fast deterioration of the signal significance particularly at larger distances. In addition, the expected signal significance in IceCube is somewhat reduced due to two types of correlations between pulses that introduce supra-Poissonian fluctuations. The first correlation involves a single photomultiplier tube. It comes about because a radioactive decay in the pressure sphere can produce a burst of photons lasting several $\mu$s. The second correlation arises from the cosmic ray muon background; a single cosmic ray shower can produce a bundle of muons which is seen by hundreds of DOMs. The observed time difference between noise hits deviates from an exponential distribution expected for a Poissonian process (see Fig. 2, left). The inset shows a hit sequence from a single DOM, clearly indicating the bursting behavior. A significant fraction of these bursts can be rejected by an artificial non-paralyzing deadtime, currently adjusted to $\tau = 250 \mu s$, which decreases the average optical module noise rate to 285 Hz, while keeping $\approx 87\%/\left(1 + r_{SN} \cdot \tau\right)$ of supernova induced hits with rate $r_{SN}$.

Due to remaining correlated pulses from radioactive decays and atmospheric muons, the measured sample standard deviation in data taken with 79 strings is $\approx 1.3$ and $\approx 1.7$ times larger than the Poissonian expectation for 2 ms and
500 ms time bins, respectively. For the analysis, we define the significance \( \xi = \Delta \mu / \sigma_{\Delta \mu} \), where \( \Delta \mu \) is the most likely collective rate deviation of all optical module noise rates from their running average. \( \sigma_{\Delta \mu} \) is the corresponding deviation calculated from the data, thus accounting for non-Poissonian behavior in the dark rates. The significance should be centered at zero with unit width. Fig. 2 (right plot) shows that this is not the case; instead the width changes with the season and increases with the size of the instrumented detector. This behavior is linked to the seasonal change of the muon flux. While atmospheric muons contribute to the count rates of individual DOMs by only 3%, these hits are correlated across the detector, thus broadening the significance distribution and giving rise to a seasonal dependence of the trigger rate. At present, it is possible to subtract roughly half of the hits introduced by atmospheric muons from the total noise rate offline, as the number of coincident hits in neighboring DOMs is recorded for all triggered events. The width of the significance distribution then decreases to about 1.06, close to the expectation (see inset of Fig. 2 (right plot)).

A data acquisition that records all hits in case of a supernova trigger will permit further improvements. The time resolution on the onset of the burst will no longer be restricted by the 1.67 ms time bins in which the rates are recorded, hits associated to triggered atmospheric muons can be fully rejected, and more sophisticated methods to minimize correlated pulse bursts, e.g. by eliminating the initial hits of the bursts while keeping photomultiplier related afterpulses, can be applied. However, as the significance improves only with \( 1 / \sqrt{N_{\text{background}}} \), a much more drastic reduction of background is required in order to improve the detection significance at the edge of our galaxy, to track the average neutrino energy and maybe even provide some directional capability. This can only be achieved by detecting more than one Cherenkov photon from an interaction and applying a coincidence condition.

3 New opportunities from coincidence rates

The study in this section is motivated by an analytical framework that explores the potential of coincident hit modes [11]. Here, we investigate the “nearest neighbor coincidence hits” mode, with a hybrid GEANT-4/toy Monte Carlo simulation. We chose this mode from other possible multi-hit modes such as multiple hits in one DOM or coincident hits between any DOMs, because it has the best noise suppression potential by requiring a very short time window around the two coincident hits.
Figure 3 shows the positron effective volume per module and positron energy for the two detector configurations and two detection modes: single hits and nearest neighbor coincidence hits. The effective volumes given in the legend are calculated according to the "SF" model from [12] with an integration time of 4 s. Both modes have a very different energy dependence, which makes the ratio $N_{\text{coinc}}/N_{\text{single}}$ an observable of the average energy $\langle E \rangle$ of the emission spectrum.

The inset in Fig. 4 shows the smallest time difference between hits in neighboring DOMs for both detector configurations. A cut on this time distribution was found by calculating the detection significance as a function of the supernova distance and the time window, as is shown in Fig. 4 for DeepCore. Applying a time cut of $\pm 25 \text{ ns}$ around the most probable time difference of $T_0 = 25 \text{ ns}$, a maximum distance of 10 kpc can be reached with the DeepCore DOM separation. A similar cut yields a smaller reach for IceCube due to the larger DOM separation.

To estimate the energy resolution of the energy observable $N_{\text{coinc}}/N_{\text{single}}$, the ratio was calculated using spectra according to the "SF" model with average energies between 2 - 30 MeV. In Fig. 4 (right plot), the deviation $\Delta E$ is shown as a function of the supernova distance and the average $\langle E \rangle$. For distance smaller than the trigger threshold ($\approx 10 \text{ kpc}$), a resolution of around 5% can be achieved for spectra with an average energy of 10 - 15 MeV.

The energy resolution depends on the expected noise level for the chosen selection mode. Above, the Poissonian noise levels were scaled up by 1.3, as mentioned in Sec. 2. It is possible that this underestimates the average hit probability for DOMs that were close to atmospheric muons. Preliminary studies show that light from muons can be suppressed by considering only DOMs that were around 300 m or further away from the reconstructed track position. In the worst case, when a track traverses the whole detector volume vertically, this cut reduces the usable volume of $\approx 30\%$. Alternatives to such a cut are being investigated.

4 Possible extensions of IceCube/DeepCore

Discussions on an extension of IceCube/DeepCore have started, which would also improve the supernova detection capability. We used a GEANT-4 simulation to estimate the capabilities of a hypothetic 18 string detector with IceCube DOMs spaced apart a few meters. Fig. 5 shows the effective volumes of single and multiple hits as function of distance between the DOMs. The sizable increase in the active volume of coincidence hits would strongly improve the signal over noise ratio and lead e.g. to a substantial improvement of a supernova detection at the Magellanic cloud.

5 Conclusion

As a supernova detector, IceCube already offers an unmatched ability to establish subtle features in the temporal development of the neutrino flux by tracking the overall count rates of its DOMs. The correlated noise background remains one of the big challenges. The new data acquisition will permit the recording of all hits in case of a trigger signal, thus greatly improving the rejection of correlated noise sources such as atmospheric muons. It will also allow to study the influence of the correlated noise on multiple hit detection modes.

One such mode, nearest neighbor coincident hits, was introduced in this paper and shows great potential to extent the existing capabilities of IceCube by measuring the average neutrino energy. This mode also has the potential to be sensitive to the neutrino direction. Other multi-hit modes will be studied next. All these modes would greatly benefit from a very dense sub-array with inter-DOM and inter-string distance of a few meters only, extending their reach to several tens of kilo parsec and possibly beyond.
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Study of South Pole ice transparency with IceCube flashers

THE IceCube collaboration

Abstract: The IceCube observatory, 1 km$^3$ in size, is now complete with 86 strings deployed in the antarctic ice. IceCube detects the Cherenkov radiation emitted by charged particles passing through or created in the ice. To realize the full potential of the detector the properties of light propagation in the ice in and around the detector must thus be known to the best achievable accuracy. This report presents a new method of fitting the ice model to a data set of in-situ light source events collected with IceCube. The resulting set of derived ice parameters is presented and a comparison of IceCube data with simulation based on the new model is shown.
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1 Introduction

The properties of photon propagation in a transparent medium can be described in terms of the average distance between successive scatters and the average distance to absorption (local scattering and absorption lengths), as well as the angular distribution of the new direction of a photon relative to old at a given scattering point. These details are used in both the simulation and reconstruction of IceCube data, thus they must be known to the best possible accuracy. This work presents a new, direct fit approach to determine these ice properties, which is different from the method described in [4]. A global fit is performed to a set of data with in-situ light sources (see Figure 1) covering all depths of the detector, resulting in a single set of scattering and absorption parameters of ice, which describes these data best. Figure 2 shows examples of experimental data used for this analysis.

2 Flasher dataset

In 2008, IceCube consisted of 40 strings as shown in Figure 3, each equipped with 60 equally spaced optical sensors, or digital optical modules (DOMs). Each of the DOMs consists of a 10" diameter photomultiplier tube (PMT) [2] and several electronics boards enclosed in a glass container [3]. One of the boards is the "flasher board", which has 6 horizontal and 6 tilted LEDs, each capable of emitting $\sim 7.5 \cdot 10^9$ photons at $\sim 405 \pm 5$ nm in a 62 ns-wide pulse.

Figure 1: Simplified schematics of the experimental setup: the flashing sensor on the left emits photons, which propagate through ice and are detected by a receiving sensor on the right.

The PMT output signal is digitized into "waveforms" using the faster, ATWD, and slower, fADC, sampling chips [1]. The ATWD is configured to collect 128 samples with 3.3 ns sampling rate, and the fADC records 256 samples with 25 ns sampling rate. The DOMs transmit time-stamped digitized PMT signal waveforms to computers at the surface.

In a series of several special-purpose runs, IceCube took data with each of 60 DOMs on string 63 flashing in a sequence. For each of the flashing DOMs at least 250 flasher events were collected and used in this analysis. All 6 horizontal LEDs were used simultaneously at maximum brightness and pulse width settings, creating a pattern of light around string 63 that is approximately azimuthally symmetric.
3 Ice parametrization

The ice is described by a table of parameters $b_e(405)$, $\alpha(405)$, related to scattering and absorption at a wavelength of 405 nm at different depths. The width of the vertical ice layers (10 m) was chosen to be as small as possible while maintaining at least one receiving DOM in each layer. Coincidentally it is the same as the value chosen in [4].

The geometrical scattering coefficient $b$ determines the average distance between successive scatters (as $1/b$). It is often more convenient to quote the effective scattering coefficient, $b_e = b \cdot (1 - \langle \cos \theta \rangle)$, where $\theta$ is the deflection angle at each scatter, $\langle \rangle$ denote the expectation value. The absorption coefficient $a$ determines the average distance traveled by photon before it is absorbed (as $1/a$).

4 Simulation

The detector response to flashing each of the 60 DOMs on string 63 needs to be simulated very quickly, so that simulations based on many different sets of coefficients $b_e(405)$ and $\alpha(405)$ could be compared to the data.

A program called PPC (photon propagation code [7]), was written for this purpose. It propagates photons through ice described by a selected set of parameters $b_e(405)$ and $\alpha(405)$ until they hit a DOM or get absorbed. No special weighting scheme was employed, except that the DOMs were scaled up in size (a factor 5 to 16, depending on the required timing precision), and the number of emitted photons was scaled down by a corresponding factor ($5^2 - 16^2$).

The probability distribution $f(\theta)$ of the photon scattering angle $\theta$ is modeled by a linear combination of two functions commonly used to approximate scattering on impurities:

$$f(\theta) = (1 - f_{SL}) \cdot HG + f_{SL} \cdot SL,$$

where $HG$ is the Henyey-Greenstein function [4]:

$$p(\cos \theta) = \frac{1}{2} \frac{1 - g^2}{[1 + g^2 - 2g \cdot \cos \theta]^{3/2}}, \quad g = \langle \cos \theta \rangle,$$

and SL is the simplified Liu scattering function [8]:

$$p(\cos \theta) \sim (1 + \cos \theta)^\alpha, \quad \text{with} \quad \alpha = \frac{2g}{1 - g}.$$

$f_{SL}$ determines the relative fraction of the two scattering functions and it determines the overall shape. Figure 4 compares these two functions with the prediction of the Mie theory with dust concentrations and radii distributions taken as described in [4]. The distributions of photon arrival time are substantially affected by the “shape” parameter $f_{SL}$ (as shown in Figure 5). $f_{SL}$ is also a global free parameter in the fitting procedure.

The value of $g = 0.9$ was used in this work (cf. $g = 0.8$ in [4]). Higher values (as high as $\sim 0.94$ [4, 6]) are predicted by the Mie scattering theory, however, these result
5 Fitting the flasher data

Data from all pairs of emitter-receiver DOMs (located in the same or different ice layers, altogether \( \sim 38700 \) pairs) contributed to the fit of \( \sim 200 \) ice parameters (scattering and absorption in 10 m layers at detector depths of 1450 to 2450 m).

The photon counts \( d(t_i) \) and \( s(t_i) \) observed in time bins in \( n_d \) and \( n_s \) simulated flasher events are compared to each other using a likelihood function

\[
\mathcal{L} = \prod_{i} \left( \frac{(\mu_d n_d)^{s_d}}{s_d!} \exp \left( -\mu_d n_d \right) \right) \cdot \frac{1}{\sqrt{2\pi\sigma}} \exp \left( -\frac{(\log \mu_d - \log \mu_s)^2}{2\sigma^2} \right) \cdot R.
\]

The product is over all emitters and all time bins of receivers. \( \mu_d(t_i) \) and \( \mu_s(t_i) \) are the expected values of photon counts per event in data and simulation, and are determined by maximizing \( \mathcal{L} \) with respect to these. The first two terms in the product are the Poisson probabilities, and the third term describes the systematic uncertainties inherent in the simulation. The last term \( R \) represents regularization constraints of the solution values with depth and with each other.

Starting with the homogeneous ice described with \( b_c(405) = 0.042 \) \( m^{-1} \) and \( a(405) = 8.0 \) \( km^{-1} \) (average of [4] at detector depths) the maximum of \( \mathcal{L} \) is found in \( \sim 20 \) steps. At each iteration step the values of \( b_c(405) \) and \( a(405) \) are varied in consecutive ice layers, one layer at a time. Five flashing DOMs closest to the layer, which properties are varied, are used to estimate the variation of the \( \mathcal{L} \). Figure 6 shows ice properties after each of 20 steps of the minimizer. The general agreement of the model and data is good as shown in Figure 2.
South Pole ice, as well as a high-detail average dust log, a record of a quantity proportional to the dust concentration vs. depth. Additionally, the EDML (East Dronning Maud Land, see [5]) ice core data was used to extend the dust record to below the lowest dust-logger-acquired point.

The correlation between the effective scattering coefficient measured with the IceCube flasher data and the average dust log (scaled to the location of string 63) is excellent, as shown in Figure 7. Within the depth range 1450 m - 2450 m instrumented with DOMs all major features match, have the right rise and falloff behavior, and are of the same magnitude. Some minor features are washed out in the flasher measurement.

Having established the correlation with the average dust log, the EDML-extended version of the log was used to build an initial approximation to the fitting algorithm described in the previous section. This resulted in a solution that is determined by the scaled values of the extended log (instead of by the somewhat arbitrary values of the initial homogeneous ice approximation) in the regions where the flasher fitting method has no resolving power, i.e., above and below the detector.

7 Results

The effective scattering and absorption parameters of ice measured in this work are shown in Figure 8 with the ±10% gray band corresponding to ±1σ uncertainty at most depths. The uncertainty grows beyond the shown band at depths above and below the detector. The value of the scattering function parameter \( f_{SL} = 0.45 \) was also determined. Figure 8 also shows the AHA (Additionally Heterogeneous Absorption) model, which is based on the ice description of [4] extrapolated to cover the range of depths of IceCube and updated with a procedure enhancing the depth structure of the ice layers.

Figure 8: Values of \( b_e(405) \) and \( a(405) \) vs. depth for converged solution shown with solid lines. The updated model of [4] (AHA) is shown with dashed lines. The uncertainties of the AHA model at the AMANDA depths of 1730 ± 225 m are ∼5% in \( b_e \) and ∼14% in \( a \). The scale and numbers to the right of each plot indicate the corresponding effective scattering \( 1/b_e \) and absorption \( 1/a \) lengths in meters.
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